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Understanding and control of the early-stage sol-gel reaction processes involving metal
alkoxides are important to many advanced materials development and applications. In this
work, Fourier transform infrared spectroscopy (FTIR) and small angle X-ray scattering
(SAXS) were coupled with a specially designed, rapid flow-through mixing cell for
monitoring such processes. The rapid, early-stage hydrolysis and condensation of
zirconium n-butoxide in ethanol were chosen as the basis for a model system. FTIR was
used to study soluble-species reaction kinetics, while the SAXS technique monitored in situ
the solid-phase particle formation/growth (i.e., the nucleation and aggregation kinetics of
polymeric clusters/particles). Monitoring the reactions and cluster/particle growth within a
millisecond time regime was achieved. In addition, key parameters such as reaction time,
concentration of base (i.e., quarternary tetramethyl ammonium hydroxide), temperature,
water concentration, and alkoxide concentration were fully investigated in a continuous
flow-through reactor. C© 2000 Kluwer Academic Publishers

1. Introduction
Sol-gel processing with the use of alkoxides as pre-
cursors has gained a significant level of interest in the
past years for the production of advanced materials.
One of the main advantages of the sol-gel process is
that it allows careful control of the size and morphol-
ogy of clusters/particles in the sol or gel during the
early-stage processes, so that high-quality end prod-
ucts (in the form of powders, films, or coatings) can
be developed to fulfill specific demands [1]. Some of
the current applications of sol-gel process involve the
development of a new generation of advanced materi-
als for structural, electrical, optical, and optoelectronic
uses. In particular, the development of ceramics that
possess higher purity, strength, and homogeneity is of
major industrial interest. Due to their viscous proper-
ties, the sol gels are also easily used in the develop-
ment of thin films from such techniques as dip-coating,
spraying, and spin coating [2]. In order for the sol-gel
monoliths to be used in industrial applications, subse-
quent processes like aging, drying, stabilization, and
densification must be employed. These processes, in
turn, depend upon the morphology and structure of the
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resultant sol gels. Therefore, fundamental studies of the
chemistry and physics during the earliest stages of these
sol-gel forming systems are necessary for optimizing
sol or gel-forming processes.

Metal alkoxides are popular metal-oxide ceramic
precursors because of the purity of the starting ma-
terials, the low temperature at which the reactions oc-
cur, the ease of the reactions, and their reactivity to-
ward water. Essentially, two governing reactions are
involved in the metal alkoxide method: hydrolysis and
condensation. The relative rates at which these reac-
tions occur determine the structure and morphology of
the gels; therefore, it is necessary to understand the ki-
netics of hydrolysis and condensation. For experimental
purposes, these reactions must be carried out in a non-
aqueous environment such as ethyl alcohol, since the
transition-metal alkoxides react instantaneously with
water to form undesired precipitation products [3]. In
order to control this instantaneous precipitation, either
the concentration of alkoxide can be very much larger
than the concentration of water or a catalyst such as
acid or base can be added to retard the hydrolysis and
condensation reactions. Therefore, such parameters as
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(alkoxide)/(water) ratios, water concentration, pH, and
temperature must be investigated to elucidate the early-
stage chemistry and physics [4]. In order for the size and
morphology to be consistently reproduced, the kinetics
of these reactions must be understood in detail, that
is, the soluble-species consumption kinetics due to hy-
drolysis as well as the gelation or aggregation kinetics
from condensation.

The level at which metal alkoxides can be used in the
fabrication of advanced ceramics remains limited be-
cause of the difficulties associated with understanding
and control of early-stage reactions and sol-gel forma-
tion. Zirconium alkoxide reacts vigorously with water
to form either a precipitate or a gel. The chemistry that
controls the resultant particle size and morphology of-
ten occurs within 1 s. For industrial purposes, the re-
activity of these precursors poses a problem that must
be simplified. For example, in industrial coating pro-
cesses the hydrolysis and condensation chemistry must
be controlled within this time frame if the deposited
film is to meet specified criteria [2]. In the present study,
zirconia gels were formed by zirconiumn-butoxide hy-
drolysis and OH− was used as an inhibitor. In previous
efforts several problems have been encountered in the
elucidation of hydrolysis chemistry of metal alkoxides
[5]. First of all, the hydrolysis is very fast and impos-
sible to monitor without the aid of an in situ method
at very small reaction times; all products are reported
as time-averaged concentrations [6, 7]. Second, since
hydrolysis competes with condensation so that there is
a simultaneous burst of hydrolyzed monomers as well
as condensed products, it is very difficult to accurately
determine the hydrolysis rate coefficients,KH. Finally,
the possibility that hydrolysis is reversible has been ne-
glected, based on the assumption that adding enough
water ensures complete hydrolysis before significant
condensation occurs [8].

Alcoholic solution systems of tetraethoxsilane
(Si(OR)4, where R=C2H5) have been exhaustively
studied [9]. In fact, most of the work on metal alkox-
ides has emphasized these systems. To a lesser extent,
titanium alkoxide solutions in alcohol have also been
studied. Growth models have been predicted and ex-
perimentally verified at long times for both silica and
titania systems [10–12]. The reaction kinetics of transi-
tion metal alkoxides are orders of magnitude faster than
those for the silica system. Whereas in the silica system,
kinetics can be studied on a time scale of a minute or
an hour, the zirconia and titania systems must be stud-
ied on a time scale of a millisecond to second, since
these react much more readily with atmospheric water.
It is, therefore, necessary that an in situ reaction scheme
be employed that allows for analyses to be performed
in a millisecond time regime. The method of choice
is calledcontinuous rapid mixing[13]. Recently, Har-
ris and coworkers have published some results for the
hydrolysis and condensation mechanisms of zirconium
alkoxides at early stages wherein the inhibitor used was
H+ [14].

In the 1950s, Bradley published a series of papers that
dealt with several aspects of group IV metal alkoxides
(Ti, Zr, etc.) [15, 16]. However, most of the literature

emphasizes the titanium group IV metal alkoxides [17].
Very few studies have been made on the initial stages of
the reactions involving the hydrolysis and condensation
pathways of zirconium alkoxides. Recently, Kumazawa
and co-workers used zirconium tetrabutoxides to pre-
pare ZrO2 particles by controlled hydrolysis [18]. These
researchers studied the same systems as those used in
the current study; however, their experiments were for
much longer times. They investigated the relationship
between particle size, initial zirconium tetrabutoxides,
reaction temperature, and reaction time. Nevertheless,
experimental results are still lacking in the literature
to verify the growth mechanisms that result in zirconia
gels rather than particles. Yoldas has studied the proper-
ties and parameters that affect zirconium oxides formed
by alkoxide hydrolysis and condensation mechanisms
[4]. Singhal and coworkers have recently investigated
the zirconia gelation systems using an inorganic acid
as an inhibitor to hydrolysis [19]. A few spectroscopic
studies on the group IV metal alkoxides with an em-
phasis on the structural aspects of these species have
been reported, but no data were obtained at the earliest
stages of hydrolysis and condensation [20].

Guilment and coworkers suggested that as the mo-
lar ratio of (water)/(alkoxide) increased, the tendency
for the reactants to form a precipitate would be greater
[20]. There is, in fact, a more complete removal of -OR
groups as this ratio increases. One reason for insta-
neous precipitation is that at such high hydrolysis ra-
tios, the -OR groups are nearly completely removed
from the molecular structure. Solubility in ethanol will
require the presence of a few residual OR groups in
solution that have not been completely hydrolyzed [3].
In general, localized condensation occurs once the wa-
ter/alkoxide ratio exceeds a critical concentration. Con-
sequently, phase separation will occur, as evidenced by
the appearance of a milk-colored solution. The intro-
duction of base or acid into the systems helps to prevent
the localized condensations and thus serves to maintain
a clear solution at the earliest stages. Smit has stated that
as this hydrolysis ratio decreases, smaller amount of the
zirconium alkoxides will become hydroxolated [21].

Data have not been published for the earliest stages
of hydrolysis and condensation of zirconium butoxides
using base as an inhibitor. One of the chief objectives of
the present study was to provide a database as well as a
preliminary mechanism for the nucleation and growth
of alkoxide processes. With the aid of a method devel-
oped in our research group, it is now possible to study
the early stages of these reactions. The rapid-mixing
technique has been successfully used for systems that
are catalyzed by H+ [14, 22], but not for systems in
which base is used as the catalyst. This paper reports
the data obtained and conclusions that were drawn in
our study of zirconium butoxides in a weak base.

For the purpose of this study, the synthesis of oxide
gels from zirconium alkoxide precursors was investi-
gated by the rapid flow-mixing technique coupled with
FTIR and SAXS analyses. The main thrust was to ex-
perimentally determine the hydrolysis, condensation,
and gelation kinetic parameters of zirconium butoxides
in the presence of OH−.
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2. Experimental methods
2.1. Materials
Technical-grade zirconium tetrabutoxide in 80% bu-
tanol was obtained from Aldrich Chemical Com-
pany. Also, 200 proof reagent-grade absolute ethanol
from Aaper Alcohol and Chemical Company, and
volumetric-titration-grade tetramethyl ammonium hy-
droxide ((CH3)4NH4OH) from Aldrich were used. All
the water in the experiments was doubly deionized, so
that the conductivity measured below 18 mmho·cm−1.
All solvents were used as received; no further modifi-
cations or purifications were performed. All glassware
was cleaned by soaking in 2 M H2SO4, followed by
thorough rinsing with distilled water and drying in air at
180◦C. Before using, the glassware was rinsed with dry
ethanol. The reactant concentrations used in the studies
are shown in Table I. Since the ethanol and alkoxides
readily absorb moisture from the air, special care was
taken to prevent excess exposure of the solutions to the
atmosphere.

2.2. Continuous rapid-mixing apparatus
The extreme lability of zirconium alkoxide systems to-
ward hydrolysis made it necessary to study these reac-
tions using a continuous-rapid-mixing technique (see
schematic in Fig. 1) so that information could be gained
about the earliest stages of hydrolysis and condensation.

An Ismatec peristaltic pump (MV-GE) was used to
perform the rapid mixing experiments. Silicon tubing
was used in the pump to ensure sufficient pressure to
cause flow. However, Teflon tubing (1/16 in. ID) was

TABLE I Reactant concentrations (mol/L) used in the study

Experiment [Zr(OC4H9)4] (M) [H 2O] (M) [OH−] (M)

A 0.1 1.1 0.01
B 0.1 1.1 0.005
C 0.1 1.1 0.0025
D 0.1 0.55 0.01
E 0.1 0.55 0.55
F 0.1 0.55 0.0025

Figure 1 Schematic setup for flow-through rapid-mixing experiments.

used whenever possible to minimize potential reactions
that might occur between the solution and the tube wall.
The rapid-mixing, continuous-flow experiments were
performed by maintaining an equal flow rate of zirco-
nium butoxide/ethanol and H2O/base/ethanol reactants
into a mixing tee (1/32 in. ID). The reaction starts at the
mixing tee, where the two solvent streams are mixed in
a 1:1 fashion. The concentrations of the stock solutions
are immediately diminished by 50% once they mix in
the tee. For example, the concentrations of the stock
solutions of 0.2 M Zr butoxides and 2.2 M H2O/0.01 M
OH− would instantly become 0.1 M and 1.1 M/0.005
M, respectively. The maximum achievable volumetric
flow rate with the pump wasQ = 2.9 cm3/s; however,
all experiments were performed at a flow rate of 1.5–
1.8 cm3/s, since the silicon tubing would frequently rup-
ture at the highest flow rate, due to the rapid material
breakdown from the pump heads. The volumetric flow
rate in a peristaltic pump was found to be essentially
independent of the length of tubing used.

Different reaction times were probed by changing
the length of tubing between the mixing tee and the
sample detector. The time of reaction is defined in these
experiments as the time of residence of the fluid in the
reactor (i.e., the section from mixing tee to the detector):
τ = V/Q, whereV is the volume of reactor (cm3) and
Q is the volumetric flow rate (cm3/s) so that the units
of τ are given in seconds.

Since all experiments were performed at the same
flow rates, it was assumed that the calculated Reynolds
number was a good indication that thorough mixing is
obtained in this turbulent regime. The Reynolds num-
ber was calculated using ethanol as the basis since the
volume of ethanol is so much larger than that of either
water or alkoxide. The calculated Reynolds number was
NRe> 2900 for all experiments. The transition regime
from laminar to turbulent is about 2000–3000 for cir-
cular pipes [23]. This ensured that mixing was almost
in the turbulent regime so that radial gradients of tem-
perature, concentration, and flow were negligible. Once
the volumes of the fittings, mixing tee, and appropriate
flow cell were measured, a least volume was calcu-
lated as that volume which values would occur if the
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point of observation were as close as is mechanically
possible. From this, the best time would be calculated
as the shortest residence time possible,Tbest=Vbest/Q.
The points of observation for this study were either a
manufactured flow-through cell from Spectra-Tech or
a homemade flattened quartz capillary.

2.3. FTIR analysis
Infrared spectra can be used as “fingerprints” both to
identify and to determine the concentration of a partic-
ular species. By monitoring the relative detected inten-
sity at the characteristic fingerprint regions, it is pos-
sible to determine the concentration of a given species
in the sample of interest. All FTIR experiments were
performed on a Nicolet 560 Spectrophotometer (with
a liquid nitrogen–cooled MCT detector at a spectral
resolution of 8 cm−1) to determine the relative con-
centrations of the reactant species (i.e., water and -OR
in zirconium tetrabutoxide) as the reaction progressed.
The spectrophotometer was controlled with OMNIC
software provided by Nicolet on a PC computer with a
Windows 3.1 platform.

The first step in determining the concentration of the
species of interest was establishing a standard calibra-
tion curve for each (1685–1619 cm−1 for water and
1180–1120 cm−1 for Zr-O-R). The typical standard
calibration curves (concentrations vs. peak areas) for
these reactants are straight lines. It was determined that
the 34◦C and the 23◦C standard curves had about the
same slope for the linearly regressed data, whereas the
10◦C standard curves had a lower linearly regressed
slope. This phenomenon was due to the fact that the
colder temperatures slowed down the rotational and
vibrational movements of the molecules, thus, reduc-
ing the measured intensity. An experimental technique
known as solvent extraction was successful in resolv-
ing the associated fingerprint regions. This technique is
extremely useful for organic solvents since they demon-
strate very high absorption. The background is assumed
to be the sample cell containing ethanol, which is then
subtracted from all sample spectra. In order to further
eliminate any background interference from either tem-
perature or fluid flow phenomena, the individual back-
grounds were taken at the same temperature and flow
rates as the experimental conditions. Using the linear
regression lines from the standard curves, the concen-
trations were calculated as a function of the integrated
areas for the fingerprint regions. The initial concen-
tration of the species att = 0, [H2O]0 and [Zr-O-R]0,
were taken to be the extrapolated values from the stan-
dard curves whenever only the reactants of interest were
present in the reactor.

In order to reduce the risk of affecting the spectra
with moisture, the sample chamber was opened as little
as possible, by performing multiple experiments with
different concentrations (A through F) at a given reac-
tor volume before changing the tubing. Between each
set of experiments, the tubing was thoroughly rinsed
with ethanol for at least 30 s so that the next experi-
ment would not be contaminated by the preceding one.
A reference standard of 1.5µm polystyrene film with

a known spectrum was used to determine the effect
of atmosphere on the output. Once this spectrum was
obtained, it was matched against a library of spectra
found in the accompanying software package for the
spectrophotometer. For all experiments, the statistical
library search matched the polystyrene reference with
95% accuracy.

The cell windows were made from ZnSe, a material
that has very negligible absorbance in the mid-infrared
regions (4000–400 cm−1). The window had a radius of
18 mm and a width of 2 mm. In order to accommodate
flow, one window was placed upon the other separated
by a grooved aluminum or Teflon spacer. The groove
helped to minimize the volume between the windows
to ensure a continuous reaction pathway and to mini-
mize backmixing in the reactor. The typical slit width
between the windows was 100µm, which was found to
be the optimum width. At smaller distances, pressure
buildup occurred, causing leakage. At greater distances,
the spectral distinction of alkoxides diminished due to
difficulties in discriminating solvent background from
a sample. However, at the optimum width, the back-
ground noise due to the solvent was virtually eliminated
via the solvent subtraction technique.

Different reaction temperatures were also studied so
that activation energies and rate constants could be de-
termined. For experiments wherein the temperature was
not ambient, thermocouples were used to monitor the
process conditions at the inlet and outlet of the flow-
through cell. That is, one thermocouple was placed
immediately before the mixing tee and the other was
placed immediately after the sample cell. The aver-
age of the two associated temperatures was taken to
be the reaction temperature. The temperature sources
that were used in the experiments were water baths
maintained at 5◦C and 40◦C. The actual experimen-
tal temperatures were 10, 23, and 34◦C, respectively.
To ensure that localized temperature gradients were
minimized, the reaction flasks were incubated in the
baths for at least 30 min. The temperature drop be-
tween the two thermocouples was much smaller than
that between the water bath and the first thermocouple.
In other words, heat loss was due more to surface area
convection to the atmosphere than to the relative heats
of reaction that may occur.

2.4. SAXS analysis
Small-angle X-ray scattering (SAXS) was used to es-
tablish a preliminary data base of the relative size
of primary particles as well as structural transitions
during the condensation reactions. SAXS experiments
were conducted on the 10-m SAXS instrument at Oak
Ridge National Laboratory [24]. The X-ray source was
a 12-kW Rigaku rotating-anode generator operated at
40 kV and 100 mA with a copper target and a graphite
crystal monochromator. A pinhole collimator and a
20× 20 cm2 dimensional position-sensitive counter of
64× 64 channels were also used. In order to absorb
X-rays close to the zero scattering angle so that the
detector was not burned, a 1-cm diam lead beam stop
was used. The sample-to-detector distance was set at
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either 1.069 or 5.069 m. The sample holder, which was
constructed from aluminum, was used to hold a home-
made flattened glass or quartz capillary which was used
as a flow-through reactor. The flattened capillaries were
made by melting 2.0-mm-diam capillaries between two
graphite blocks that contained fixed grooves at∼600◦C
for 1 h. Once these capillaries were flattened, they were
carefully glued in the aluminum holder with Du Pont®

2-Ton epoxy and left to dry.
Several preliminary corrections were performed be-

fore collecting data. The sample scattering was cor-
rected for detector sensitivity, dark current, and back-
ground solvent. The sensitivity run was performed by
closing the gate valve between the X-ray source and
the sample chamber and inserting55Fe, an isotope that
emits X-rays, into the sample holder. Collection time on
the detector using the55Fe as the X-ray source lasted
about 3–4 h. In order to determine the relative effect
of scatterings from cosmic sources and other substan-
tial radiation sources, a dark-current correction was
also performed. To measure the dark current, both gate
valves were closed so that the detector would only de-
tect cosmic radiation. Collection time on the dark cur-
rent usually took about 1–2 h. The third correction was
to account for background solvent. Although the other
two corrections could be performed at any time during
the experiments, it was necessary to correct for back-
ground before data collection, because the scattering
was dependent on both the solvent and the local mor-
phologies of the flow-through cell. Therefore, all sol-
vent corrections were measured in the same cell as that
in which the actual data were measured. It was also
necessary to measure the transmission coefficient of
the scattering materials so that the intensity would be
measured with respect to this value:

Tm = (Igcs− Idc)− 0.686 (Is− Idc)

(Igc− Idc)− 0.686 (Imt− Idc)
,

where Igcs is the measured intensity of glassy carbon
and sample (glassy carbon being an automated filter
that has a characteristic scattering intensity),Idc is the
number of counts from the dark current,Is is the sample
scattering intensity,Igc is the measured intensity from
glassy carbon alone, andImt is the measured count rate,
in hertz, of the empty beam. From the transmission, the
thickness of the capillary was calculated; typical values
were found to be 0.8–1.1 mm.

Whenever an incident X-ray beam bombards a parti-
cle, the angular dependence of the scattered intensity is
measured. A small-angle-scattering curve from a typ-
ical dilute macromolecular solution includes Guinier,
Porod, and Bragg regions [25, 26]. The Bragg region
is characterized by large scattering angles; information
from this region is useful in studying interatomic spac-
ings. The Guinier region is characterized by small scat-
tering angles. The Porod region occurs at intermediate
angles. The Guinier and Porod regions were the two
areas of interest for the studies reported here.

The theory of SAXS has been worked out in detail by
Guinier [27]. With SAXS, it is possible to investigate
structures on length scales from∼5 to 1000Å. Small

angle X-ray scattering arises from the electron-density
differences between a particle and the medium in which
the particle is embedded. The scattering depends on
the number of particles, the electron contrast between
particle and the medium, and the size of the particles
themselves,

I (q) = Ie(q)Np(1ρv)2 exp
(−q2R2

g

/
3
)
,

wherev is the volume of the particle;Np is the number
of particles per unit volume;Rg is the radius of gy-
ration; Ie is the scattering from a single electron;1ρ
is the electron density difference between the particle
and the medium; andq is the scattered wave vector,
q = (4π/λ)sinθ , where 2θ is the scattering angle and
λ is the wavelength of the incident X-rays. The wave-
length of the X-ray was 1.54̊A, which is considerably
smaller than the size of the particles being detected.

The radius of gyration (Rg) is defined as the weight-
average radius of the particle. TheRg values can be
found from the scattering data by means of a Guinier
plot. For data in the rangeq Rg<∼1.3, plotting ln I
vs.q2 gives a straight line with a slope of−R2

g/3. The
zero-angle scattering intensity,I (0), which is obtained
by extrapolation of Guinier’s law toq = 0, gives useful
information about the number of particles and electrons
in each particle:I (0) = Ie(0)Np(1ρv)2. The above
scattering formula holds primarily for monodisperse
systems; however, curvature in the Guinier plot is ob-
served for systems with a wide range of polydispersity.
Guinier data exhibit a bias toward the largest particle
size since these bulkier species dominate the data at low
q, whereas smaller particles dominate the data at high
q. Most of the relevant information about the structure
of the particle occurs for 0.1 < q A < 20, whereA is
defined as the diameter of the particle, or the largest dis-
tance that can be scanned between two discrete points
in a particle. The inequalities represent the extremes
as either high or lowq values. A compromise that is
commonly used in dealing with this bias is referred to
as the resolution criterion [28]. AlthoughRg is a pa-
rameter that intuitively relates the size of a particle to
its spatial extensions, the radius of gyration is useful
in characterizing certain geometries. For example, the
radius of a sphere is given byRs =

√
(5/3)Rg, whereas

long rods are characterized byL ' √12Rg.
Scattering at intermediate angles (Rg À q−1 À A)

can be characterized by the Porod Law, in which
the data can be modeled as a power law,I ∝q−Df ,
where−Df is the slope of the regressed line from the
log I∼ logq plot. Whenever 0≤ Df ≤ 3, the system is
characterized by mass fractals,Df [29]. The Porod re-
gion is useful in monitoring the structural stages that oc-
cur during the polymeric gelation process. From fractal
dimension analyses, it is possible to predict the struc-
ture as well as the growth mechanisms for the metal
alkoxide polymeric clusters and species [9].

Three main issues were investigated in this study by
using the SAXS technique: size (Rg, radius of gyration),
structure (Df , fractal dimension), and growth kinetics
(dRg/dt) of the condensation products that are formed
during the hydrolytic condensation of metal alkoxides.
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The primary importance ofRg is to establish the ini-
tial size of the metal alkoxide in solution. It is then
possible to know whether the metal alkoxide exists as
a monomer, trimer, tetramer, or some other structure.
The shape of an overall kinetic curve is a function of the
overall interaction potentials between the aggregating
clusters and the rate of the condensation reaction.

2.5. Hydrolytic chemistry of alkoxides
The chemistry involved in the sol-gel process is based
on inorganic polymerization [3, 9, 15]. The precursors
for these polymers are generally metalloorganic com-
pounds such as the metal alkoxides, M(OR)n [7]. Start-
ing from molecular precursors, an oxide network is ob-
tained via a series of hydroxylation and condensation
reactions:

hydrolysis: M-OR+ H2O←→ M-OH+ ROH,

condensation: M-OH+ ROM←→ MOM + ROH

or M-OH+ HOM←→ MOM + H2O

where R represents an alkyl group and M signifies the
metal of interest. For the systems of interest in this
study, M will be zirconium and -R will be a butyl group,
-C4H9. Barringer has proposed that hydrolysis and con-
densation are not simultaneous reactions, and therefore
not competitive, and that the mechanisms can be ana-
lyzed in a mechanistic approach [17]. That is, hydrol-
ysis and condensation are essentially a series of initi-
ation and propagation steps, wherein hydrolysis is the
initiation step followed by condensation. According to
Barringer, the hydrolysis reaction is the rate-limiting
step, wherein three of the four -OR groups are readily
eliminated. The fourth alkoxy group is often very diffi-
cult to remove, and it sometimes is never removed due
to steric hindrance as well as solvent effects.

Transition-metal alkoxides are fairly electropositive,
and their oxidation states are usually smaller than those
of other metal alkoxides [15]. The result is that they will
readily react with nucleophilic agents so as to increase
their coordination [3]. During hydrolysis, a hydroxyl
ion becomes attached to the metal atom, thus leading
to the formation of hydroxylated M-OH groups. De-
pending on the amount of water and catalyst present,
hydrolysis may or may not go to completion. It is pos-
sible that only a few of the -OR ligands will be replaced
by -OH groups so that the metal is only partially hy-
drolyzed. Two partially hydrolyzed molecules can link
together in a condensation reaction. Condensation is a
process that liberates a small molecule such as water or
alcohol en route to the formation of polymer [9].

There are essentially three mechanisms for conden-
sation by hydrolytic reactions of alkoxides.Olation is
a condensation process in which a hydroxy bridge is
formed between two metal centers, Zr-OH-Zr. This is
a nucleophilic substitution (Sn) reaction wherein the
hydroxy group is the nucleophile and H2O is the “leav-
ing” group. An Sn reaction is one in which a “nucleus-
loving” reagent (one that is electron deficient) attacks
an atom such that a substitution occurs and there is a

departing (or leaving) group so that the overall charge
on the species is conserved [30]. Consequently, the rate
at which olation occurs is related to the lability of the
aquo ligand (-OH2), which depends on size, electroneg-
ativity, and the electronic configuration of M.Alcoxola-
tion is a condensation reaction in which an oxo bridge,
M-O-M, is formed between two metal centers via nu-
cleophile addition and the leaving group is R-OH [4].
Nucleophilic addition occurs whenever an electron-
rich nucleophile attacks an electron-deficient area of
a molecule. After coordination and charge transfer, a
leaving group will exit to accomodate the addition. The
third condensation mechanism is a water-elimination
mechanism (oxolation) during the formation of an oxo-
bridge, M-O-M. Livageet al.have proposed that alcox-
olation is the predominant mechanism for the conden-
sation process [3]. Whenever the preferred coordination
of the metal is satisfied, the condensation will proceed
via an Sn reaction; whenever the preferred coordination
is not satisfied, it will proceed via a nucleophilic addi-
tion (An) reaction. An overall hydrolytic polycondensa-
tion that takes into account the variability of the alkox-
ide (M-OR), hydroxide (M-OH), and oxide (M-O-M)
has been established by Dayet al. [14, 31],

nM(OR)4+ (2n+ (x − y)/2)H2O

→MnO(2n−(x+y)/2)(OH)x(OR)y

+ (4n− y)ROH,

wheren is the number of zirconium atoms in the poly-
mer andx and y are the numbers of OH- and OR-
groups in the molecule [31]. Hydrolysis, condensation,
and alcoholysis can each be described by the following
three-step process [3]:

1. nucleophilic addition of negatively charged OH
groups to positively charged metal atom M.

2. proton transfer within the transition state complex
from the entering ligand (XOH) towards a negatively
charged oxygen of an adjacent alkoxy group.

3. departure of the protonated (R-OH) species.

From these three steps, it is clear that the reac-
tions depend on the relative partial charge distribution.
The following conditions must, therefore, be fulfilled:
δ(M) > 0, δ(OR)< δ(H), andδ(ROH)> 0. The rate-
limiting step for the overall reaction occurs whenever
these criteria are not fulfilled. It is necessary that the
partial charge of the various species in the reactants,
transition-state complexes, and intermediate products
be computed [11]. In order to elucidate the difficulties
of these reactions, Livage proposed a model called the
Partial Charge Model (PCM). The PCM describes the
chemistry of each of these reactions in terms of the
chemical moities that are present at any given time and
the localized charges associated with them [3]. PCM
also allows one to qualitatively predict the reaction
scheme for the hydrolysis and condensation reactions
based on the electronegativity of the attacking and leav-
ing groups.
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Since water has a very high dielectric constant, it
contributes to the dissociation of the ionic species; it
behaves as a sigma donor, thus acting as a good nu-
cleophile. The driving forces for these nucleophilic
reactions to take place are the low electronegativity
of the metal organic precursors as well as the desire
for the d0 transition metals to increase their coordi-
nation numbers by accepting lone pairs of electrons
from the nucleophilic ligands. The basis for the model
is the principle of “electronegativity equalization” [32]
which states that “when atoms of different electroneg-
ativity combine, they adjust to the same intermediate
electronegativity in the compound.” This model has
been used to predict the relative rates of hydrolysis and
helps to clarify why the partial charge ofδ(Zr(OR)4) >
δ(Ti(OR)4) > δ(Si(OR)4). The most rapid hydrolysis
rates in this series are those of zirconium, which is the
most electropositive of the metal ligands.

The model has also been used to study the effects of
acid and base catalyst on the hydrolysis and conden-
sation reactions. The theoretical predictions of poly-
meric growth from the PCM agree with the experimen-
tal results. The model suggests that H+-catalyzed con-
densation processes are directed toward the end of a
chain rather than the middle, whereas OH−-catalyzed
condensation is directed toward the middle of a chain.
The net result of these two mechanisms is that either
more extended, less highly branched polymers or more
compact, highly branched polymers will be formed,
respectively [9].

2.6. Cluster/particle growth during
condensation

The number of bonds that a monomer can form is called
the functionality, f . Whenever f > 2, polymers may
form three-dimensional cross linked structures [9]. The
polymerization of zirconium and titanium alkoxides,
for example, may lead to this complex branching since
the fully hydrolyzed monomer, (M(OH)4), is tetra-
functional. However, under certain reaction conditions
such as variations in water concentration and differ-
ent acid or base concentrations, fewer than four ligands
will be capable of condensation. This implies that lit-
tle branching will occur. To further elucidate the trends
for either cross-linked or linear polymers, experimental
work must be performed using SAXS. It is readily ver-
ified that the cumulative ratio, ([H2O]0−[H2O]/(4([M-
OR]0− [M-OR])), is equal to unity whenever there is
hydrolysis without condensation [14]. The symbol [ ]0
denotes the initial concentration of either water or the
M-OR ligand. Whenever condensation is also occur-
ring, the cumulative ratio is less than unity and ap-
proaches 0.5 when condensation is much more rapid
than hydrolysis. Depending on factors such as pH,
reagent concentration, and temperature, the hydrolysis
and condensation reactions can result in the formation
of gels, flocculated precipitates, or powders.

The aggregation or growth mechanisms for colloidal
particles are rooted in the theory of classical colloidal
stability. They are a function of the total interaction
potential,Vt. The foundational theory that accounts for
the competitive forces involved in the total potential
is the DLVO (Derjaguin, Lanadau, Verwey, and Over-

beek) theory. The DLVO theory describes the stability
of colloidal particles as a function of the overall forces
that are present in a system: the attractive van der Waals,
the electrostatic repulsive, and the solvation interaction
potential [10]. This competition determines the stability
or instability of colloidal systems [33–36].

Several aggregation models presently exist in the lit-
erature for describing gelation phenomena. Since con-
densation is not a reversible process, bonds form ran-
domly. Consequently, polymer formation is governed
by Brownian diffusion as well as interparticle and inter-
molecular forces. Fractal structures are formed when-
ever a monomer forms bonds at random. Most of our
current knowledge about fractal aggregation exists in
computer simulation models, since it is nearly impos-
sible to experimentally isolate the associated mecha-
nisms with the clarity that computer simulations yield
[29]. Some of the aggregation processes are described
by the Witten and Sander model, which is simply re-
ferred to as the diffusion-limited aggregation (DLA)
[37]; the Percolation model, wherein it is assumed that
the reactivity of all the functional groups on a monomer
is equally probable and that bonds form between poly-
mers and not within them [9]; and the reaction-limited-
aggregation model (RLA), where growth occurs strictly
by condensation of monomers with clusters or by con-
densation of clusters with other clusters [38]. In DLA,
particles traverse by random “walks” and irreversibly
collide with immobile clusters. To this point, all DLA
computer simulations have either admitted the effect of
Brownian motion or the effect of chemical processes
that govern the motion of the polymeric species. In
most DLA-characterized systems, the diffusing poly-
mers grow according to their sticking probability. Re-
cently, results have been reported wherein the aggrega-
tive growth was due to both DLA and RLA [39]. It is
not the focus of the present study, however, to simulate
any of these growth processes with computer models,
but to use the results of current models to describe the
growth that occurs during gelation.

The main focus of this paper is to experimentally de-
termine parameters that affect the hydrolysis, conden-
sation, and gelation kinetics. By combining the results
of these experimental analyses, it may be possible to es-
tablish an overall kinetic model that will account for the
soluble-species reaction kinetics as well as the kinetics
of aggregation due to the condensation and diffusion
processes.

3. Results and discussion
3.1. Hydrolysis and condensation processes
A weak base, tetramethyl ammonium hydroxide, was
used as the catalyst for reactions in solutions of zirco-
nium butoxide in ethanol.

Our data supports that hydrolysis and condensation
are not reversible reactions [17]; instead, they are over-
lapping or occur simultaneously. That is, hydrolysis
does not go to completion before condensation begins.
Nevertheless, the dominant mechanism in the earliest
stages is indeed hydrolysis. In fact, most of the hydrol-
ysis readily occurs within 1 s. It is evidenced, too, from
the experimental data that the early stages of conden-
sation begin to occur within this time scale. Therefore,
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this was the primary time frame of interest in the present
study for quantitative analysis, although several data
points were collected for longer times. To elucidate the
physics and chemistry for this region implies that one
can control the resultant morphology of the product
gels or powders of interest. The earliest time that was
achieved was 100 ms.

Hydrolysis and condensation are facile reactions in
the presence of water, because of their low electroneg-
ativity and their desire to increase coordination by ac-
cepting electrons to occupy the outer d0 shells. These
two factors make them susceptible to nucleophilic at-
tack from hydroxo groups. Upon the addition of a strong
base, the hydrolysis of metal alkoxide is slowed down
significantly. That is, the hydroxo group behaves as an
inhibitor to hydrolysis. Bases that do not strongly dis-
sociate into OH− groups do very little to retard the
reaction; in this case, hydrolysis would proceed as if
no inhibitor were present. For example, a few attempts
were initially made to perform the experiments in the
present study with ammonium hydroxide. It was dis-
covered that inhomogeneous precipitation occurred al-
most immediately, making in situ measurements by
FTIR or SAXS nearly impossible with this base. Even-
tually, tetramethyl ammonium hydroxide was used as
the base since it has a very high dissociation constant.
Although much of the hydrolysis is completed within
1 s, condensation continues for minutes, hours, or days
depending on the (OH−). Inhibitor concentrations were
selected for this study that yielded powders and gels.
However, due to experimental limitations, analytical
techniques were used only on the systems that formed
gels. Instantaneous precipitation was used as a guide-
line for the amount of base that must be added so that
it would be possible to perform the experiments.

3.2. FTIR results
Fig. 2 is an example of solvent-subtracted spectrum
for 0.1 M Zr, 0.01 M OH−, and 1.1 M H2O taken at
100 ms and 25◦C. Spectra such as these were used to
monitor the concentrations of both water and alkoxide
as the reaction progressed. In all cases, A–F (where
data sets A through F are described in Table I), it was
observed that the intensity of the Zr-O-R area (∼1120–

Figure 2 Solvent-subtracted FTIR spectrum during a typical reaction.

1180 cm−1), decreased significantly within 1 s, whereas
the intensity of the water region (1620–1660 cm−1) ei-
ther changed very little or actually increased in size
after the initial concentration decay. Cases A–C were
performed at three different reaction temperatures 10,
23, and 34◦C, whereas Cases D, E and F were per-
formed at laboratory room temperature, 23◦C. Fig. 3a–f
show the percentage of Zr-O-R groups that remain as
the hydrolytic condensation proceeds for the different
experimental conditions. In Fig. 4a–f, the percentage
of water is graphically illustrated for the appropriately
labeled reaction conditions. The effects that the OH−
groups have on the rate of Zr-OR at fixed temperatures
(10, 23, and 34◦C) are seen in Fig. 5a–c.

Changing the temperature was important in these ex-
periments to qualitatively and quantitatively observe
the kinetic phenomena. Fig. 3a–c, along with Table II
demonstrate how temperature affects the rate and extent
of the hydrolysis reactions. From qualitative observa-
tion of the data in these figures, as well as from regres-
sion analysis (wherer 2 was typically around 0.5 to 0.6),
it is easily seen that the overall kinetics do not follow a
first–order exponential decay since the first data point at
100 ms is so dramtic with respect to the remaining data
points. Fig. 6a–c are examples of the difficulty involved
in fitting an overall hydrolysis model for the first 3 s of
reaction. These least–squares mathematical fits for the
overall hydrolysis scheme were performed using an in-
verse exponential model,rZrOR = 1/(KHtn). Although
this model fits very well mathematically, very little
quantitative information can be obtained from it. For
example, at time zero the model goes to infinity. Also,
the units on the predicted hydrolysis rate constants,KH,

TABLE I I Ef fect of temperature on [Zr-OR], where [Zr-OR]0 =
0.4 M

Data Temp. [Zr-OR] (M) [Zr-OR] (M) [Zr-OR] (M) [Zr-OR] (M)
set (◦C) at 100 ms at 300 ms at 1 s at 3 s

10 0.188 0.168 0.12 0.108
A 23 0.144 0.132 0.1 0.092

34 0.126 0.108 0.084 0.082
10 0.3 0.18 0.092 0.068

B 23 0.2 0.152 0.06 0.052
34 0.144 0.084 0.044 0.036
10 0.128 0.116 0.088 0.076

C 23 0.108 0.064 0.04 0.04
34 0.092 0.056 0.028 0.023

TABLE I I I Parameters for rate expressions using inverse exponential
decay model

Data Temp. KH Order
set (◦C) (arbitrary) (n)

10 2.158 0.200
A 23 2.301 0.200

34 2.469 0.200
10 2.132 0.202

B 23 2.545 0.260
34 3.092 0.335
10 2.486 0.225

C 23 3.195 0.339
34 3.489 0.384
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Figure 3 Zr-OR consumption kinetics at various experimental conditions: (a) effect of base concentration while [Zr]= 0.1 M and [H2O]= 1.1 M;
(b) B experiments at various temperatures; (c) C experiments at various temperatures; (d) D experiment at 23◦C; (e) E experiment at 23◦C; (f)
F experiment at 23◦C.

are extremely difficult to resolve. Difficulty in finding
a fitting model with physical meaning illustrates the
complexity of these reactions. Table III summarizes the
reaction rate parameters that were computed from these
models.

In order to quantify the reaction kinetics, it was nec-
essary to change the reaction temperatures. The activa-
tion energy was experimentally determined by carrying
out the reactions at varying temperatures, namely 10,
23, and 34◦C. The equation used to calculate the acti-
vation energy EA values was [40]

ln KH = ln B−
(

EA

R

)(
1

T

)
,

whereKH is the hydrolysis rate constant computed from
a first-order fit on the first two data points,B is a con-

stant,R is the universal gas constant (8.314 J/mol·K),
andT is the absolute temperature in Kelvin units.

We can see from Fig. 6a–c that these reactions are
too complex to fit with a first-order decay for the entire
hydrolysis region; however, a reasonable approxima-
tion can be made using a first-order decay for the first
data points, since this is where the majority of the hy-
drolysis is completed. Such an approximation can be
supported from the literature wherein Barringer pro-
posed that 75% of the hydrolysis is completed within
1 s and the remaining occurs at much longer times [17].
The “transition region” from 0 to 100 ms is where most
of the hydrolysis occurs. The overall chemistry can be
observed as a scheme where there are several hydroly-
sis and (as discussed below) condensation steps. Conse-
quently, it is necessary to apply a first-order model to the
first two data points, since this is where the hydrolysis
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Figure 4 Water consumption kinetics at various experimental conditions: (a) A experiments at 10, 23, and 34◦C; (b) B experiments at 10, 23, and
34◦C; (c) C experiments at 10, 23, and 34◦C; (d) D experiment at 23◦C; (e) E experiment at 23◦C; (f) F experiment at 23◦C.

proceeds to the point that approximately three of the
four -OR groups are replaced. First-order linear regres-
sion plots where used to determine these initial slopes
so thatKH could be estimated. The hydrolysis reaction
rate was modeled as:

−rZrOR ' KH[Zr-O-R],

where units for the rate are given in mol·s−1. The analyt-
ical method used for the calculation of the initial rates
was a graphical technique, where [Zr-O-R]=CZrOR
(mol/l) was plotted on the ordinate of a log scale vs.
time (seconds) on the abscissa [40]. From the slopes
of these plots, the first-order hydrolysis rate constants,
KH, were calculated according to the equation

ln

(
CZrOR

CZrOR

)
= −KHt,

which, upon rearranging and converting to a common
log scale, gives

log

(
CZrOR

CZrOR0

)
= −KH

t

2.313

or

KH = −2.313(slope), where slope=
(

1

t

)
× log

(
CZrOR

CZrOR0

)
.

For all calculations, [ZrOR]0 was 0.4 M. Table IV sum-
marizes the values ofKH andEA that were calculated
from the experimental FTIR data for the 0- to 100-
ms time regime. As predicted from classical chemical

1966



Figure 5 Effect of base concentration on the Zr-OR consumption at
reaction temperature of (a) 10◦C, (b) 23◦C, and (c) 34◦C.

reaction kinetics, the trend in these data is that an in-
crease in temperature accelerates the hydrolysis rate.
That is, hydrolysis occurs within this region with a rate
law that is first order in substrate. As proposed from
Barringer, approximately three of four -OR groups are
replaced immediately, whereas the remaining groups
are hydroxolated at some later time [17]. Depending on
the quantities of initial reactants, the hydrolysis may or
may not go to completion.

It was initially anticipated that with decreasing base
concentration, both Zr-O-R and H2O consumption rate
would increase. It was also expected that this trend
would follow for increasing temperature. However,
Fig. 3a shows that the trend for hydrolysis conversion

Figure 6 Two-parameter model (RZrOR = 1/(KHtn) fit for the Zr-OR
consumption kinetic data with 0.4 M Zr-OR and 1.1 M H2O: (a) 0.01 M
OH−, n∼ 0.2; (b) 0.005 M OH−, n∼ 0.335; (c) 0.0025 M OH−; n varies
with temperature.

does not necessarily follow the order of decreasing
(OH−). The expected trends for temperature change
hold within the data sets (in other words, the data agree
with classical chemical kinetics in terms of tempera-
ture), as does the degree of hydrolysis with decreasing
inhibitor concentration; however, these trends do not
apply outside the data sets. The activation energy bar-
rier for data set B is actually greater than for data set
A, which has more inhibitor present. Furthermore, the
calculatedKH values are less than those calculated in
data set A at the same temperature values. From these
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TABLE IV Summary of experimentally determined hydrolysis rate
constants,KH, and activation energies,EA, using a first-order graphical
technique

Data Temp. KH EA

set ◦C (s−1) (J/mol)

10 7.54
A 23 10.21 13.00

34 11.52
10 2.88

B 23 6.92 41.30
34 10.9
10 11.39

C 23 13.09 7.78
34 14.67

D 23 0.41 N/A
E 23 1.38 N/A
F 23 2.48 N/A

results, it appears that OH− competes with H2O for
the d0 orbitals of the Zr-O-R ligands. Unlike a “true”
catalyst such as H+, OH− increases the nucleophilic-
ity of the reaction media, thus making the mechanisms
a lot harder to predict in terms of the detailed chem-
istry involved. To further understand this phenomenon,
it is essential to observe the water conversion data in
Fig. 4a–f. In these figures we see an initial burst of water
loss due to hydrolysis. After this burst, several things
happen to the (H2O): (a) the water loss continues, (b)
there is an increase in water concentration, or (c) the wa-
ter level achieves a steady-state value. Although it is not
possible to decouple hydrolysis and condensation, it is
possible to make predictions as to which condensation
mechanism describes the data. As already discussed
previously, condensation proceeds via alcoxolation or
oxolation, wherein an alcoxolation mechanism implies
that alcohol is produced and an oxolation mechanism
results in the production of water. If water fluctuation
did not occur in this study, it would not necessarily
imply a mechanism wherein hydrolysis is completed
before condensation begins. Instead, it could be con-
cluded that condensation occurs by alcoxolation alone
since water is not produced during this phase. These fig-
ures provide no information on the detailed chemistry
since an apparent trend associated with base concentra-
tion does not exist. We do observe, however, the appro-
priate experimental trend for the two extreme cases, A
and C. Table V gives a clearer summary of the results.

From the FTIR experiments, we can determine the
hydrolysis rates, the condensation mechanisms and the
resulting products, even though there is a very com-
plex coupling of [OH−], [H2O], and [Zr] that is not
yet fully understood. Combined with the exceptionally
fast hydrolysis, the intrinsic competition between wa-
ter and base for d0 orbitals as well as the simultaneous
condensation mechanisms that occur, these systems are
very difficult to quantify. It is apparent that the rate
law depends on [Zr-O-R], [H2O], and [OH−] so that is
very difficult to predict an overall quantitative rate ex-
pression for these reactions. It appears that both water
and base are competing for open sites. Partial charge
theory combined with experimental results that give
more information into the charge and composition of

the reaction media at any given time must be employed
to give a more thorough analysis of the chemistry and
physics of these reactions.

3.3. SAXS results
SAXS experiments were also performed in the present
study to help understanding the condensation mecha-
nisms that occurred. The primary parameters that were
studied during these experiments were growth kinetics
and early-stage structural transitions. That is, Guinier
analysis was performed to determine both the size and
rate of change of the radius of gyration, and Porod anal-
ysis was used to determine the fractal dimensions and
the relative structural evolutions during the condensa-
tion processes.

Fig. 7 shows the growth kinetics curve of data taken
in the Guinier regime at different times along the reac-
tion coordinate for 0.4 M Zr-O-R, 1.1 M H2O at varying
[OH−]. From observation of theRg data, it is obvious
that particles are growing during the same time that hy-
drolysis is occurring. That is, during the first seconds of
reaction, wherein most of the hydrolysis has occurred
according to our previous discussions, we see very rapid
particle growth. As hydrolysis data demonstrate a very
steep initial slope, condensation growth kinetics also re-
veal a very steep initial slope in which clusters/particles
are being formed from initial oligomers such as zirco-
nium tetramers. Unlike hydrolysis, where it is difficult
to elucidate the effect that base has on conversion of
Zr-O-R ligands to Zr-OH ligands, the base dependence
in the condensation growth curves is more tractable.
Fig. 7 shows that a decrease in [OH−] gives both a
faster growth rate, dRg/dt , and a larger cluster/particle
size. Final product sizes for the particles were measured
to be∼32–40Å. This result further demonstrates that
hydrolysis and condensation are not isolated events as
proposed by Barringer [17]. The values do not increase
from these sizes even up to the point of gelation, al-
though gelation clearly illustrates a polymeric network
that is visible to the naked eye. For example, the system
that gelled in 10 min (A series) had the sameRg value
at 9 min as it did at 60 s. This phenomenon was also
noted in both B and C series experiments. Gelation was
considered to have occurred once a viscous material
was visible.

From the analysis of the Porod region, fractal dimen-
sions were determined (see Fig. 8 for the early-stage
structural transition data obtained from Porod analy-
ses). Final values for theDf are 1.8, 1.9, and 2.1 for
[OH−] = 0.01, 0.005, and 0.0025 M, respectively. In
this case, it is apparent that the absolute value of the
Porod slope increases with decreasing [OH−]. Since it
is commonly known in the literature that base-catalyzed
alkoxide gels tend to form more highly branched gels
than their acid catalyzed counterparts, this trend is an-
ticipated. That is, the increase inDf for this series im-
plies that branching is occurring so that the net result
goes from a swollen branched polymer,Df ∼ 2, to a
randomly branched polymer,Df ∼ 2.2.

It is possible to utilize the results obtained in the
present study to predict an aggregation mechanism.
For values ofDf ∼ 2.5, the growth occurs by a DLA
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TABLE V Summary of hydrolysis and condensation of zirconium alkoxides: reaction data after 0.5 s; [Zr-O-R]0 = 0.4 M and [H2O]0 = 1.1 M
for all samples recorded

(OH−) Temp. Apparent condensation
(M) (◦C) (H2O)/(H2O)0 (Zr-OR)/(Zr-OR)0 mechanism

10 0.5 0.3 Oxolation and alcoxolation:
(H2O) rises steadily but
not drastically

0.01 23 0.76 0.3 Oxolation (drastic rise in
(H2O) after 100 ms)

34 0.46 0.24 Oxolation and alcoxolation
((H2O) changes steadily)

10 0.74 0.36 Oxolation
0.005 23 0.91 0.24 Oxolation: very drastic

change in (H2O)
34 0.76 0.12 Oxolation
10 0.86 0.24 Oxolation

0.0025 23 0.72 0.13 Alcoxolation (H2O) does not
change after 100 ms)

34 0.8 0.09 Alcoxolation

Figure 7 Cluster/particle growth kinetics for 0.4 M Zr-OR, 1.1 M H2O
at varying (OH−).

Figure 8 Microstructural transition with time during gelation from solu-
tions containing 0.4 M Zr-OR, 1.1 M H2O, at 23◦C and varying (OH−).

scheme [9]. Therefore, the data indicate that these pri-
mary particles grow by RLA, in which chemistry plays
more of a role in aggregation than in a case that is
mass-transfer controlled. The fact that theRg does not
increase even up to gelation, although the gel network
is visibly becoming larger, adds evidence to the fact that

the initial growth occurs by a condensation mechanism
that it is governed by RLA phenomena. That is, the gels
are constructed with polymeric units or clusters that are
of the same size dimensions as the finalRg sizes. Be-
cause these eventually form gels that are visible to the
naked eye, it is obviously incorrect to conclude that the
gel network is of these dimensions. Therefore, it is rea-
sonable to conclude that the initial burst ofRg is due to
the hydrolysis and condensation reactions. Subsequent
growth then occurs by DLA, wherein these monomeric
or oligomeric clusters collide and stick together to form
the resultant gels. DLVO and intermolecular forces ul-
timately determine the outcome of these diffusion pro-
cesses [41].

This is, again, verified by the experimentally deter-
mined values ofDf for the primary particles. Litera-
ture values ofDf < 2.1 indicate that the growth mech-
anism for primary particles occurs by reaction rather
than by diffusion [9]. Then, too, it can be seen from
the Zr-OR percent-conversion plots that (a) the elimi-
nation of -OR groups is not a complete reaction during
the initial stages of hydrolysis, and (b) (H2O) appears
to grow or fluctuate during this same period of time.
These results suggest that chemical reactions are oc-
curring while primary particles are being formed. From
the plots, we also see that residual amounts of -OR
groups are always present. In time, however, the rela-
tive concentration of these residual groups eventually
decreases with respect to the hydroxolated moieties.
It is assumed that these residual amounts are related
to the steric hindrance of the particles as they grow.
As the alkoxy groups are more completely hydrolyzed,
less steric hindrance will be observed on the individual
polymeric species. A less sterically hindered species
has less resistance to traverse and, thus, grow by DLA.
Therefore, it is apparent from the FTIR and SAXS data
that a combination of RLA and DLA processes are in-
volved in the production of these zirconia oxide gels.

4. Summary
A continuous, flow-through, rapid-mixing technique
was successfully adapted and developed in this study
to investigate the hydrolysis and condensation of
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zirconium n-tetrabutoxide by FTIR and SAXS. Data
collection as early as 100 ms was achieved. For the
first time, we have been able to experimentally inves-
tigate the earliest-stage processes of zirconium butox-
ides gelation, catalyzed by quaternary tetramethyl am-
monium hydroxide in ethanol. Combining both FTIR
data and SAXS data, we determined that hydrolysis and
condensation are overlapping reactions. Nevertheless,
the majority of the hydrolysis is completed within 1 s.
During this same time, condensation is also occurring.
The condensation mechanisms were determined to con-
sist of both alcoxolation and oxolation. That is, during
the reaction, the water concentration initially decreased
due to hydrolysis and then either fluctuated or reached
a steady-state value. From these data, it was concluded
that the former case involved condensation via an oxo-
lation mechanism and that the latter case suggested an
alcoxolation mechanism.

As predicted from classical chemical engineering re-
action kinetics, the increase of temperature drove the
hydrolysis reactions faster. Since the percentage change
in (Zr-O-R) ligand was much greater in the first 100 ms
than for the rest of the reaction, hydrolysis was mod-
eled as a first-order reaction in substrate. Although the
reaction did proceed at a more rapid rate with an in-
crease in temperature, the hydrolysis did not proceed
faster for greater [H2O]/[OH−], although the gelation
time increased significantly. This information led us to
conclude that OH− plays a major role in competing with
water for the empty d0 orbitals of the Zr-O-R ligands
since the lowest and highest ratios exhibited this be-
havior but the middle ratio did not. In this sense, OH−
does not behave as a “true” catalyst. Further experi-
ments must be performed that detail the charge analysis
during the reaction in order to fully grasp the detailed
chemistry and to determine how the [OH−] affects the
hydrolysis conversion.

A more definable trend occurred with the kinetic
growth data as the reaction proceeded through a con-
densation mechanism. SAXS analysis revealed that,
with decreasing base concentrations, the primary parti-
cles both grew faster and were larger in size. Also, it was
determined that with less base the fractal dimensions
increased. This increase inDf for the series implies
that branching is occurring and that these particles are
less dense than their acid-catalyzed counterparts. It was
concluded that the polymeric clusters are formed from
an RLA mechanism as opposed to a DLA mechanism.
However, once these primary particles are formed, con-
densation does proceed by cluster diffusion.
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